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Intended Learning Outcomes
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By the end of this lecture you will:

• Appreciate the need for dimensionality reduction

• Understand basic feature extraction and feature selection

• Be aware of various methods for dimensionality reduction



• Understanding dimensions

• Why reduce the number of dimensions?

• Types of dimensionality reduction

• Pearson Correlation Coefficients

• Principal Component Analysis

• Independent Component Analysis

• t-distributed Stochastic Neighbour Embedding (t-SNE)

• Feature selection

Overview
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• Dimensions are easy, right?

Data and dimensions
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+ time



• What about a four dimensional cube? AKA, the tesseract

Data and dimensions
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• With data frames, for every additional variable you are adding a new dimension

Data and dimensions
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• Achieved through feature extraction and feature selection

• Assist in visualising the data to understand data structure

• Identify best predictors (before further feature enhancement – iterative)

• E.g. plausible causal drivers under an experimental setup

• E.g. what controls platinum concentration in the crust, melting (MgO#) or contamination (Ti)

• Enhancing features

• Remove redundant data

• Improve model efficiency (reduce modelling time)

Why reduce the number of dimensions?
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Pearson Correlation Coefficients
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• A simple way to determine 
correlated variables

• Often discard one of the correlated 
variables when r > 0.8
• Only considers bivariate correlation
• It is simple but a bit of a

sledgehammer



• A linear dimensionality reduction method 
• The new uncorrelated features (PCA 1, PCA 2,...) are weighted (w’s) 

linear combinations of the original data (x’s) 

• Objective is to find directions, called principal components, that 
maximise the variance of the data 

Principal Component Analysis
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Principal Component Analysis
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Principal Component Analysis
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• A non-linear dimensionality reduction method 
• Projects data into a lower-dimensional space/embedding such that 

the original high-dimensional clustering is preserved 

e.g. Van der Maaten and G. Hinton. (2008) Journal of Machine Learning Research 
e.g. Horrocks et al. (2019) Computers & Geosciences

t-SNE
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• ICA finds independent 

components with non-

Gaussian distributions 

• ICA is used to separate source 

signals from mixed signals 

without or with little prior 

information about the source 

signals or the mixing process

Independent Component Analysis
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IC1 IC2 IC3



• Comparison with PCA 

• Signals are less well separated 

after the first component

• But ICA is unranked so all 

components must first be 

interrogated 

Independent Component Analysis
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PC1 PC2 PC3



t-SNE
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t-SNE
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• Now you’ve reduced the data 

dimensionality, are the features you 

have the best predictors?

• PCA uses a scree plot

• In-algorithm selection

(e.g. out-of-bag error)

• Do you need to reprocess?

Horrocks et al. (2019)

Feature selection
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Feature selection
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